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Topic
Intro, schedule, and logistics
Applications of visual analytics, basic tasks, data types
Introduction to D3, basic vis techniques for non-spatial data
Data assimilation and preparation
Data reduction and notion of similarity and distance
Visual perception and cognition

Visual design and aesthetics

Dimension reduction

Data mining techniques: clusters, text, patterns

Cluster analysis: numerical data

Cluster analysis: categorical data

Spatial data origins: medical imaging, scientific simulation
Techniques to visualize spatial data: volume visualization
Intro to GPU programming

Techniques to visualize spatial data: flow visualization
Midterm #1

[llustrative rendering

High-dimensional data

Correlation and causal modeling

Principles of interaction

Visual analytics and the visual sense making process
Evaluation and user studies

Visualization of time-varying, time-series, streaming data
Visualization of graph data

Visualization of text data

Midterm #2

Data journalism

Final project presentations

Projects

Project #1 out

Project #1 due
Project #2 out

Project #3 out
Project #2 due

Project #3 due

Final project proposal due

Final Project preliminary report due

Final Project slides and final report due



UNDERSTANDING HIGH-D OBJECTS

Feature vectors are typically high dimensional
= this means, they have many elements
= high dimensional space is tricky
= most people do not understand it
= why is that?

= well, because you don't learn to see high-D
when your vision system develops

Object permanence (Jean Piaget)

» the ability to create mental pictures or remember objects and
people you have previously seen

= thought to be a vital precursor to creativity and abstract thinking



HIGH-D SPACE IS TRICKY

The curse of dimensionality
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HIGH-D SPACE IS TRICKY

Essentially hypercube is like a "hedgehog”

n-dimensional
unit cube of
volume 1 n-dimensional ball
within the cube
(radws 1/2)
— | | —
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CURSE OF DIMENSIONALITY

Points are all at about the same distance from one another
= concentration of distances
= fundamental equation (Bellman, ‘61)

Dist_., — Dist

min
. _ -0
" Dist__

lim

" 5O as nincreases, it is impossible to distinguish two points by
(Euclidian) distance

* unless these points are in the same cluster of points



SPARSENESS DEMONSTRATION

Space gets extremely sparse
= with every extra dimension points get pulled apart further
= distances become meaningless



SPARSENESS DEMONSTRATION

Space gets extremely sparse
= with every extra dimension points get pulled apart further
= distances become meaningless

—0-000- o0 00

1D — points are very close ‘
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3D — getting even sparser

2D — points spread apart
4D, 5D, ... — sparseness grows further
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exponential growth in the number of dimensions

Indexing (and storage) also gets very expensive

16 cells

256 cells

162 =

4D: 65k cells 5D: 1M cells 6D: 16M cells
keep a keen eye on storage complexity



RECAP: PARALLEL COORDINATES



PARALLEL COORDINATES — 1 CAR

MPG Cylinders Horsepower Weight Acceleration  Year Origin
48.60 8100 23000 514000 2480 82,00 300
2.00 300 4600 161200 8.00 7000 1.00

The N=7 data axes are arranged side by side
= in parallel



PARALLEL COORDINATES — 100 CARS

Cylinders
8.00

Horsepower

Weight
5140.00

161300

Hard to see the individual cars?

what can we do?
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PARALLEL COORDINATES — 100 CARS

MPG Cylinders Horsepower Weight Acceleration Year Origin
47.35 8.10 233.68 5210.54 25.14 82.24 3.04
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8.25 2.90 1542.46 7.66 : 0.96

Grouping the cars into sub-populations
= we perform clustering
»= an be automated or interactive (put the user in charge)



PATTERNS IN PARALLEL COORDINATES

correlation



PATTERNS IN PARALLEL COORDINATES

# points
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Fisher-z (corresponding to p=0, £0.462, +0.762, +0.905)



PATTERNS IN SCATTERPLOTS

# points
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Li et al. found that twice as many correlation levels can be distinguished with scatterplots
Information Visualization Vol. 9, 1, 13 - 30




AXIS REORDERING PROBLEM

There are n! ways to order the n dimensions
= how many orderings for 7 dimensions?
= 5,040
= but since can see relationships across 3 axes a better estimate is
n!/((n-3)! 3!) = 35
= still a lot of axes orderings to try out > we need help

MPG Cylinders Horsepower Weight Acceleration Year Origin
8.10 233.68 5210.54 25.14 82.24 3.04

S

42.32 1542.46



AXIS REORDERING PROBLEM

The below is not an optimal ordering, why?
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have want

» what characteristics makes for an insightful pairwise ordering?
= what measure should we optimize to get this?
= yes, the correlation!



OPTIMIZING THE AXIS ORDERING

For each axis pair, compute correlation of attributes

Do MDS and compute optimal-cost path across all attributes

What algorithm does this? =~ = -
= Traveling Salesman Solver T —>

. ° °:L-1: u . ; ‘:;I/
Correlation plot . % / ]
% . —> ':,\_Is

for the data on last slide
kK\! o T



AXIS REORDERING ADVANTAGES

This ordering is better, why? attribute
2 correlation plot
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» because it doesn’t waste axis pairs on uncorrelated relationships
= onlyregion 3 is uncorrelated
= regions 1 and 2 are subspace clusters



SCATTERPLOTS

Projection of the data items into a bivariate basis of axes

Scatterplot of MPG vs weight
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PROJECTION OPERATIONS

How does 2D projection work in practice?
= N-dimensional point x ={X;. X5, X3, ... X}
= a basis of two orthogonal axis vectors defined in N-D space
a = {a;. ay ay, ... ay}
b ={b,. b,, bs, ... by}
= aprojection {x,, x,} of x into the 2D basis spanned by {a, b} is:
X,=a-x'
X, = b-xT
where - is the dot product, T is the transpose

bA




PROJECTION AMBIGUITY

Projection causes inaccuracies

= close neighbors in the projections may not be close neighbors in
the original higher-dimensional space

= this is called projection ambiguity




BIPLOTS

Plots data points and dimension axes into a single visualization
= uses first two PCA vectors as the basis to project into
= find plot coordinates [x] [y]
for data points: [PCA, - data vector] [PCA, - data vector]
for dimension axes: [PCA,[dimension]] [PCA,[dimension]]

-

scatter plot



BIPLOTS IN PRACTICE

See data distributions into the context of their attributes

Cape Bounty and Sanagak Lake
Correspondence Analysis with Ecological Classes

6
A

Exposed Rock

# Dry P. radicatum & Till Tundra - CB
B Mesic Nostoc Tundra - CB

AFelsenmeer - CB

A Mesic Dryas spp. Tundra - SL
© Dry Dryas spp. & Till Tundra - SL

OWet Sedge Tundra - CB & SL

erSeeoll'lvcl Ordination Axis

@ wet Sedge Tundra - CB

Soil Moisture

4
First Ordination Axis



BIPLOTS IN PRACTICE

See data points into the context of their attributes

Multidimensional Preference Analysis

MPG
Chevette | L0mni 024
5 Horlzofo A visibility
Skylark Braking
Colt Hatchba ;
= 1
- Bobcat
o Pinto o
ol
= Zephyr Reliability
E’ EMustang Cargo
Sunbird®  ORegal
S o ~eg ury Delta 88 _caprice Classic
o Skyh awko Grang Prix Rid
E Capri, OAspen 9 e
Q0 ¥ Comfort
Wolare ¢ | omfo
Mogza, Mirada® Toﬁ%b rouis
3 Granada Diplomat Electra
o MonarchDStarfireG Monte Carlo o gsabre
CUNE‘T‘[&D Camaro St egis Quist
DFlrel:ril‘d
I T T
2 -1 0 1 2

Component 1 (33.28%)



BIPLOTS — A WORD OF CAUTION

Do be aware that the projections may not be fully accurate
= you are projecting N-D into 2D by a linear transformation

= if there are more than 2 significant PCA vectors then some
variability will be lost and won't be visualized

= remote data points might project into nearby plot locations
suggesting false relationships = projection ambiguity

= always check out the PCA scree plot to gauge accuracy



INTERACTIVE BIPLOTS

Also called multivariate scatterplot

biplot-axes length vis replaced by graphical design

less cluttered view
but there's more to this

Cost

Exp'dROI
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PipelnRev



MEET THE SUBSPACE VOYAGER

Decomposes high-D data spaces into lower-D subspaces by
= clustering
= classification
= reducing clusters to intrinsic dimensionality via local PCA

Allows users to interactively explore these lower-D subspaces
= explore them as a chain of 3D subspaces
= transition seamlessly to adjacent 3D subspaces on demand
» save observations as you go (and return to them just as well)



VISUALIZE RAW DATA W/THE SUBSPACE

VOYAGER

nteractive Scatterplot

Subspace Trail Map
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TRACKBALL-BASED CLUSTER
EXPLORATION

Cost

#l eads -

Exp'dROI




INTERACTIVE VIEW OPTIMIZER

Uses genetic-algorithm driven projection pursuit
Several view quality metrics are available



(GENETIC) ANT COLONY ALGORITHM

Generate many views and score them (one per ant)
= poor scoring ants die and well-scoring ants survive
= sub paths of high scoring receive pheromone
= pheromone entices ants to take this path again
= each path variation is a parameter choice
= best view corresponds to the path that is converged on




CHASE INTERESTING CLUSTERS —
TRANSITION TO ADJACENT 3D SUBSPACES

LeadsW

#Opp'nity

Exp'dROI
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THE SUBSPACE TRAIL MAP
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WALK THE SUBSPACE TRAIL MAP
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CLARIFY SPATIAL RELATIONSHIPS




CLARIFY SPATIAL RELATIONSHIPS

N

sLength

T

sWidth



STAR COORDINATES

Coordinate system based on axes positioned in a “star”, or
circular pattern
= apoint P is plotted as a vector sum of all axis coordinates



STAR COORDINATES

Operations defined on Star Coords

» scaling changes contribution to i
resulting visualization Ry o
= axis rotation can visualize correlations k
= also used to reduce projection RIS (S
ambiguities .«,uw{”.\:’“ oozl
‘ﬁ" .,'}3}~
n;m
Similar paradigm: RadViz
RadViz Color Scale
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COMMONALITIES

All of these scatterplot displays share the following
characteristics
= allow users to see the data points in the context of the variables
=  but can suffer from projection ambiguity
= some offer interaction to resolve some of these shortcomings
= but interaction can be tedious

Are there visualization paradigms that can overcome these
problems?

= yes, algorithms that optimize the layout to preserve distances or
similarities in high-dimensional space

= what is this algorithm?
= yes, MDS (Multi-Dimensional Scaling)
= we have discussed MDS before (so we will skip further discussion)



USES OF MDS

data similarity
matrix (DD)

Data layout

attribute
similarity
matrix (VV)
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YIELDS THE DATA CONTEXT MAP

Data visualized in the
context of the
attributes

S. Cheng, K. Mueller, “The
Data Context Map: Fusing
Data and Attributes into a
Unified Display,” IEEE Trans.
on Visualization and
Computer Graphics, 22(1):
121-130, 2016.

Data Context Map:
Choose a Good University
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TELLING STORIES WITH PARALLEL
COORDINATES

EXAMPLE: SALES STRATEGY ANALYSIS




ANATOMY OF A SALES PIPELINE

lead generator

account manager

—— potential

lead gualified lead opportunity opportunity® || opportunity** opportunity*** customer
. .. || requestsinfo requests .
action| responds responds (RFI) pricing (REP) shapes deal signs/buys
prospect

lead pool




THE SETUP

Scene;

= a meeting of sales executives of a large corporation, Vandelay
Industries

Mission:
= review the strategies of their various sales teams

Evidence:

» data of three sales teams with a couple of hundred sales people
in each team



JIM BEGINS

Meet Jim, one of the sales strategy analysts
= he begins and constructs the following correlation graph

. o
Cost/wLead PlanROI
PipeRevn

° ActCost ExpectROI

® :
% Comp Jim

Q
PlanRev



JIM'S STORY

He asks the TSP to compute an initial route
It gives rise to this parallel coordinate display

#Opp elds LeadsWon PlanROI  PipeRewn %Comp  PlanRev  ExpectROI CostfwLead ActCost
160 2,350 2 203,505 1 199402 6 338 76,982

A A A

13 ) 140 0 8,205 0 24,125 0 14 17,888



JIM'S STORY

He asks the TSP to compute an initial route
It gives rise to this parallel coordinate display

#Opp #Leads
160 2,730

LeallsWon PlanROI  PipeRevn %Comp  PlanRev  ExpectROI CostfwLead ActCost
2,31 2 203505 1 199402 6 338 76,982

A A A

‘ D

13 175 0 8,205 0 24,125 0 14 17,888

W




JIM'S STORY

He asks the TSP to compute an initial route
It gives rise to this parallel coordinate display

#Leads LeadsWon PlanROI  PipeRewn %Comp  PlanRev  ExpectROI CostfwLead ActCost
2,730 2,350 2 203505 1 199402 6 338 76,982

A A A

175 140 0 8,205 0 24,125 0 14 17,888



KATE STEPS IN

Now meet Kate, another sales analyst in the meeting room:

"Hey, cost/won lead is nearby and it has a positive correlation with
#opportunities but also a negative correlation with #won leads”

Kate



KATE'S STORY

“Let's go and make a more revealing route!”
= 50 she uses the mouse and designs the route shown

#.eads LeadsWon

Cost/wl.ead

PipeRevn
e ExpectROI



KATE'S STORY

“Let's go and make a more revealing route!”
= 50 she uses the mouse and designs the route shown

#Leads LeadsWon CostfwLead #Opp PipeRevn  ExpectR(
2,730 2,350 338 160 203,505 6

#.eads LeadsWon

Cost/wl.ead

PipeRevn

175 140 14 13 8,205 0

e ExpectROI



THE BIG INSIGHT

#Leads LeadsWon CostfwLead #Opp
2,730 2,350 338 160

175 140 14 1

It is now immediately obvious:

= the blue team employs a very different strategy than the green
and the red teams.

» it generates far fewer leads but spends much more resources on
each - this gives it an advantage in the final outcome.

= the blue team is also much more consistent than the other teams,
as indicated by the much narrower band

= what else can we see?



FURTHER INSIGHT

#Leads Leads¥Won CostWonlLead #OPponunities
2,730 2730 338 15

Kate notices something else:
= now looking at the red team
= there seems to be a spread in effectiveness among the team
= the team splits into three distinct groups

She recommends: “Maybe fire the least effective group or at
least retrain them”



RECENT REVIEWER COMMENT

From a paper sent to a software visualization conference:

©2,10E-1 "1.0

Figure 8

2.69e-4 0.0 A
L3_MIS5_RATE L2 MISS_RATE INS/CYC TIME

= Multiple visualizations appear to present categorical data as line
graphs, which seems a strange choice.



RECENT REVIEWER COMMENT

From a paper sent to a software visualization conference:

*2,10E-1 10 t23

Figure 8

2,0
\\
2.6%e-4 0.0 0. 0.4
L3_MISS_RATE L2_MISS_RATE INS/CYC TIME

=  Multiple visualizations appear to present categorical data as line
graphs, which seems a strange choice. Figure 8, for example, at
first sight appeared to be showing a change over time, but in fact
further inspection shows that the different x-coordinates are
almost entirely unrelated to one another and in no particular

order,



RECENT REVIEWER COMMENT

From a paper sent to a software visualization conference:

*2,10E-1 10 t23

Figure 8

2,0
\\

2.6%e-4 0.0 0. 0.4
L3_MISS_RATE L2_MISS_RATE INS/CYC TIME

=  Multiple visualizations appear to present categorical data as line
graphs, which seems a strange choice. Figure 8, for example, at
first sight appeared to be showing a change over time, but in fact
further inspection shows that the different x-coordinates are
almost entirely unrelated to one another and in no particular
order. This is such an unusual choice that I'm not sure that | am
understanding the role of the graphs correctly.



HOW TO TEACH MAINSTREAM USERS






USER STUDIES

Encode user responses based on task complexities

= none (0): cannot report any findings
= |ow (1): understand representation visual encoding
=  medium (2): identify groups and outliers

=  high (3): recognize correlations and trends



USER STUDIES — CAR DATASET

Visual understanding:

(1) The MPG of the orange-highlighted car is ~40% of its range

(2) There is just one line at the top of the acceleration scale
(3) Heavier cars are faster

Data Understanding:

(1) The number of cylinders of the orange-highlighted car is 4, one
fifth between 3 and 8.

(2) Many cars have the same numbers of cylinders, mostly even
numbers particularly 4 and 8.

(3) Heavier cars have more cylinders and hence more horsepower
and speed.



RESULTS

Participants Vi VI V3 V4 Vi Ve V7 V& VO V10 V1l

Before 3 0 0 0 1 0 2 1 0 3 3
After 3 2 2 1 2 2 3 2 1 3 3

Farallel
Coordinates
Plot

Duff. 0 2 o 1 1 o 1 1 1 0 0

DI D2 D3 D4 D5 D6 D7 D8 D9 DI0O DI11

0 2 3 1 1 3 1 1 2 0 3
2 3 3 3 1 3 2 2 3 2 3
2 1 0 2 0 0 1 1 1 2 0




SCATTERPLOT FOR TWO ATTRIBUTES

Appropriate for the display of bivariate relationships




SCATTERPLOT FOR MANY ATTRIBUTES

What to do when there are more than two variables?
= can arrange multivariate relationships into scatterplot matrices
= not overly intuitive to perceive multivariate relationships




SCATTERPLOT MATRIX (SPLOM)

Climatic predictors

WetDays




SCATTERPLOT MATRIX

Scatterplot version of parallel
coordinates | s |
= distributes n(n-1) bivariate
relationships over a set of tiles 5.

= forn=4 get 16 tiles |

= can use n(n-1)/2 tiles ‘é;f" e ﬂ;

For even moderately large n: T | |
= there will be too many tiles '

Which plots to select?
= plots that show correlations well
= plots that separate clusters well




AUTOMATED SCATTERPLOT SELECTION

Several metrics, a good one is Distance Consistency (DSC)
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(a) 99 (b) 74

|x" ev(X): CD(x’r,cenrr’r(cdabd{x}) = Iruel

DSC = P

= measures how “pure” a cluster is
» pick the views with highest normalized DSC

M. Sips et al., Computer Graphics Forum, 28(3): 831-838, 2009



SCAGNOSTICS

Describe scatterplot features by graph theoretic measures

=  mostly built on minimum spanning tree
= can be used to summarize large sets of scatterplots

Cutlying
Skawed
Clurnpy
Convex
Skinny
Siriated
Siringy
straight

Maonatanic




SCATTERPLOT OF SCATTERPLOTS

Use scagnostics to quickly survey 1,000s of scatterplots

compute scagnostics measures
create scatterplot matrix of these measures
each scatterplot is a point
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